
Appendix S. Search for Optimum Flux Function to Fit Modeled and Measured 
Data for Lompoc Applications 3 and 4. 
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You provided me with model estimates for two contiguous applications of metam sodium. The 
modeling used an assumed flux of lOOug/m2s. The applications were designated as application 
3 and 4, and were at a rate of 56 gallons per acre, drip application to 10 acres each. Table 1 lists 
the period, length of each period (h), cumulative time (h), sample location designator, two 
columns of numerical designators, model-estimated values (ug/m3), measured values 
(including those set to % detection or reporting limit). 

The idea of this spreadsheet analysis was to assume a flux function of the form 

y = Ie-R’ (0.1) 

where y is the flux (g/m2d), I is an initial value (g/m2d), R is the time constant (l/day), and t is 
time (day). An optimization procedure is then used to adjust the modeled values according to 
this flux function, while varying the 2 functional parameters to achieve the best fit against the 
measured data. 

As a tirst step, I determined the application rate in terms of g/m2 of methyl isothiocyanate 
(MITC). The molecular weight of MITC and metam sodium is 73.lg and 128.17g, respectively. 
There are 3.18 lbs of metam sodium per gallon. Therefore, using the application rate of 56 
gallons per acre, gives the following expression for the g/m2 of MITC that was applied. 

56 gaz 
AR= 

-x3.1& =x454; 
acre gal x 128.17 

m2 
=11.4-$ (0.2) 

4047--- i 
acre i, 

.,.. <’ 

1001 I Street l P.O. Box4015 . Sacramento, California 95812-4015 . www.cdpr.ca.gov 
e 

w 
A Department of the California Environmental Pmtection Agency 



Pam Wofford 
December 7,200l 
Page 2 

I assumed that half of the MITC volatilized and that most of the volatilization occurred in about 
3 days. This leads to rough initial estimates of 1=6.4 and R= 1.12. These estimates are 
reasonable with respect to the 50% volatilization assumption because 

-I[e-R4 _ e-Rr, ] 
For each period from tl to t.2, the average volatilization is R 

tz - 4 
, which is in units of 

g/nQd. Since the model uses ug/m2s as flux units, it is necessary to convert from g/n& to 
ug/m2s. The factor to multiply by is le6/(24*3600)=11.57. 

The game plan for the spreadsheet is to define a column for the average flux on field 3 and 
field 4. This average flux will be used in conjunction with the assumed flux of 100 ug/m2s, 
which was used in the model, to adjust the modeled air concentrations. This adjustment is 
allowed because of the proportional relationship between flux and concentration. Since both 
fields were the same size, and applied with the same rate, and were contiguous, and since the 
receptors are located at some distance fkom the field, I effectively used the same field for both 
applications. I do not expect that explicitly modeling the second field would make any 
appreciable difference since the locations were nearly the same. 

I After adjusting the model estimated air concentrations, then the squared differences between the 
modeled and measured values are summed and this sum is the object of minimization, using the 
‘Solver’ feature in Excel (2000). I and R are the parameters to vary in this procedure. 

The spreadsheet shows the average flux from field 1 and field 2 (in units of &G!h because I used 
the hours in the denominator since that is how the information was originally provided), These 
fluxes are summed and converted to ug/m2s and used to adjust the modeled values. For each 
time period there are 5 measurements. Within each time period, the adjustment is the same and 
utilizes the parameters I and R in the upper left of the spreadsheet (at locations Dl and D2). 

I tried optimizing with respect to the sum of squares of individual measurements and also with 
respect to the sum of squares of period average measurements. I also tried setting the ‘artiticial’ 
measured values, which were derived by setting non-detects equal to % of the detection limit and 
trace values as % of the reporting limit, to zero. I will only report here on the scenario, which 
used the period average values and included the artificial measured values. The other three 
scenarios (individual values, setting and not setting artificial values to 0, average period values 
setting artificial values to 0) gave similar results. 
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Results 

The results in terms of the derived flu function are not reasonable. The optimization gave 
values of 1=24734&2 and R=17.848. This does not make sense physically since it implies an 
extremely high flux iu ,tie tirst few minutes of application, quickly descending to practically 0 
(Figure 1). More importantly, it implies that 1390 g&2 (=24374/17.8) of MITC volatilized, 
which far exceeds the applied amount of 11.4g/m2. 

Figure 2 compares the modeled and measured period averages, both for the optimized function 
and for fhe ‘reasonable’ function, which used values of 1=6.4 and R=1.12. Figure 2A shows the 
time course of average period measured values, where the non-detects are estimated at half the 
detection limit, and trace reports are estimated at half the reporting limit. Also plotted are the 
time course of modeled values, using the optimized parameters of I=24734 and R=l7.848, and 
modeled values using fhe ‘reasonable’ flux function consisting of 1=6.4 and R=l.12. The 
reasonable flux function generally overestimates measured values with one very high 
overestimate at about 35 hours. The optimized flux fimction performs better, tracking the 
measured values fairly well (Figure 2A). When the measured values are used as the x-axis and 
the modeled values as the y-axis, the previous generalization is clearer (Figure 2B). The 
optimized function plot in Figure 2B is dominated by a single high point, while the remaining 
points cluster near low values. The reasonable function has a looser cluster of points at low 
values, but two very widely spread points, one near (0.02,0.5), and the other near (0.14,0.07). 
The latter point for the optimized function corresponds to (0.14,0.12). 

It is possible that a different fknction would have performed better. A logical choice would be a 
function, which starts at 0, reaches a peak, and then diminishes. For example, the lognormal 
function behaves this way. However, at this time, I do not know how to quickly get Excel to 
integrate a loguormal function, because no analytic solution exists for the integral. Another 
possibility is that the use of positive values for non-detects and traces may throw off the fitting 
exercise. However, though I did not report the results here, when I set the non-detects and traces 
to zero, the results were similar to the case reported on in this memorandum. Another possible 
explanation is that the gaussian model does not properly account for air dispersion in the 
Lompoc Valley. A final possibility is that other sources of MITC occurred during the 
monitoring process besides those which were included in the model. 

An appendix to this memorandum contains the formulas used in these calculations. 
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cc: Dr. Kean S. Goh, Agricultural Program Supervisor IV (w/Attachments) _I 
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Figure I. Flux function when period averages optimized and artificial values used. 
Parameters are I=24375 and R=l7.8. 
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Figure 2. Modeled and measured values compared over time (a). Modeled values 
compared to measured (b). ‘Retisonable flux’ function had parameters of W.4 and 
R=-1.12. ” 
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